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Goal: Talk to your Data

• Basic idea:
• Accept a query from the user in natural language

• Figure out what they’re asking for

• Find the answer(s)
• Structured & unstructured sources; very large corpora

• Deliver or even explain the answer back to the user

• Handle possible follow-up queries





Use of Large Language Models

• Distant Past (no LLMs):
• Templates to recognize “intent” to extract relevant facts/entities from query

• Recent Past:
• Early LLMs (e.g., BERT) to recognize query intent and extract entities

• Must be trained for the kinds of queries and entities that are expected

• Present:
• SOTA LLMs (e.g., GPT-4, Claude 3) that are “instructed”

• Typically are not trained for the task; given examples (zero-shot, one-shot, …)



Retrieval-Augmented Generation

• Just Retrieval:
• Typical search like SharePoint.

• Just Generation:
• Talking to ChatGPT.

• Retrieval-Augmented Generation:
• Finding documents/pages/passages/tables/etc. in corpus based on the user’s 

query, then feeding this + the user’s query to an LLM so it can answer the 
question given some knowledge sources.



Challenge: Finding, not Reading

• Shockingly, if you find the right text/table/etc., and give it to GPT-4 or 
Claude 3, plus the user’s query, the answer is typically produced.
• SOTA LLMs mostly eliminate the “reading” step.

• So the challenge is finding the right knowledge in the corpus.
• Every LLM has limited “context” and the corpus may be huge.

• Public QA systems (Copilot on web, ChatGPT, etc.) benefit from 
redundant knowledge availability.
• But we often see a “needle in a haystack” challenge – one fact from one 

paragraph from one document in a corpus of millions.



Vector/Embedded/Semantic Search

Image: https://learn.microsoft.com/en-us/azure/search/vector-search-overview

Corpus Query



RAG-based Startups (subset)

https://www.ycombinator.com/companies



Google
Gemini



Microsoft
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(web)
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Weaviate



Microsoft Copilot (Azure)



Microsoft Copilot (Azure) – hybrid search



LlamaIndex



LlamaIndex



• We use an agent architecture 
composed of some domain-general 
and domain-specific search agents.

• Each agent gives some evidence 
towards the answer.

• Example agents: geography, geology, 
wells/basins/formations/fields/…,
SPE Discipline, dates, file types, 
keywords, embeddings, etc.







Conversation Tracking



Other kinds of knowledge in the corpus





Should the LLM be Domain-Tuned?

• We are working towards building an LLM that’s finetuned specifically for 
the Energy domain.

• How this helps:
• Better understanding of the query: keywords, well names, units of measure, etc.

• Better retrieval using more accurate embeddings.

• Better generation of the answer given the knowledge context.

• How we will do it:
• Train a foundation LLM (e.g., Mixtral or Llama-2) with questions and answers 

appropriate for the domain.

• I.e., guide the LLM to mimic expected behavior as seen in the training set.



Rapid Advances

• This technology is highly dynamic.

• What is commonplace now was not possible last year.
• Particularly in terms of LLM understanding, generation, and embeddings.

• As of now, effective RAG or “knowledge recovery” depends on a mixture 
of horizontal and vertical solutions.
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